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**Abstract.** This work considers a parallel algorithm for solving the multidimensional multiextremal optimization problems. The algorithm combines nested optimization scheme and Peano-type space filling curves for the dimensionality reduction. To decrease the number of iterations of the global algorithm, we use one of local tuning techniques based on the adaptive estimation of the global optimizer. Parallel algorithm with mixed local-global strategy of search is proposed as well. The efficiency of the parallel algorithm was investigated using a supercomputer. The speedup of the algorithm using several nodes as compared with the serial algorithm has been demonstrated experimentally.

# Introduction

This paper considers the problem of multidimensional multiextremal optimization
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where *a*,*b*∈*RN* are given vectors. As for the class of the considered problems, the fulfillment of the two following important conditions is presupposed.

First, it is supposed that the objective function *ϕ(y*) can be defined non-analytically, but using an algorithm for calculation of its values at some points of domain *D*. In this case, such a calculation (*trial*) is computationally intensive.

Second, we shall assume that *ϕ*(*y*) satisfies Lipschitz condition
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that is typical for the applied problems [1–4].

Solving the multiextremal optimization problems is significantly more computationally intensive as compared with other types of optimization problems, since the global optimum is an integral characteristic of the problem solved and requires an analysis of the whole search domain. The efficient algorithms for solving the problems of this kind have been developed in Lobachevsky State University of Nizhnii Novgorod within the framework of the information-statistical approach [5, 6]. At present, the parallelization of the algorithms is the main direction of further development of these ones since the use of the supercomputer systems and of the parallel computing technologies allows expanding the field of application of the global optimization algorithms essentially [7 – 12].

This paper continues the series of studies the initial results of which were provided in [13,14].

# parallel algorithm for solving the multidimensional problems

### DIMENSION REDUCTION

There is a number of ways to adapt effective one-dimensional algorithms for solving multidimensional problems; see, for example, the diagonal partitions method in [15,16] or the simplicial partitions method in [17].

In the present study, we will use a mixed scheme of the dimension reduction utilizing Peano curve and the nested optimization scheme. Such schemes (used separately) allow reducing the solving of the multidimensional optimization problems to the solving of one or several linked one-dimensional optimization problems.

The use of Peano-type space filling curves (*evolvents*) *y*(*x*), which map a unit interval [0,1] onto an n-dimensional cube continuously and unambiguously allows the reduction of the problem of minimization in domain *D* to a minimization problem on the interval [0,1]
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The second method for the dimension reduction is the multilevel scheme of nested optimization based on the relation
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where the *i*th variable *ui* is a vector of the dimensionality *Ni* of the components of vector *y* taken sequentially i. e.
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The issues of the numerical construction of the Peano curve approximations and of using the nested optimization scheme are considered in details in [3,4].

### PARALLEL GLOBAL SEARCH ALGORITHM

To solve the one-dimensional subproblems in the nested optimization scheme, we will use characteristical global search algorithm (GSA).

The first iteration *x*1 is executed in an arbitrary internal point of the search interval. The choice of the next iteration point *xk*+1, *k*≥1 is performed according to the following rules.
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2. To compute a quantity *R*(*i*) called a *characteristic* of the interval for each interval *![](data:image/x-wmf;base64,183GmgAAAAAAAIAKQAIACQAAAADRVgEACQAAA7kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ACgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/PASAIdMwHegQMN3ei9m8wQAAAAtAQAACAAAADIKgAFuCQEAAABreQgAAAAyCoABfQcBAAAAaXkIAAAAMgqAAU8DAQAAAHh5CAAAADIKgAHQAAEAAAB4eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD88BIAh0zAd6BAw3d6L2bzBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB9QMBAAAAaXkIAAAAMgrgAXYBAQAAAGl5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACBHAoBoEDDd/zwEgCHTMB3oEDDd3ovZvMEAAAALQEAAAQAAADwAQEACAAAADIKgAFDCAEAAACjeQgAAAAyCoABXgYBAAAAo3kcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAFArCuSgQMN3/PASAIdMwHegQMN3ei9m8wQAAAAtAQEABAAAAPABAAAIAAAAMgrgAcABAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzwEgCHTMB3oEDDd3ovZvMEAAAALQEAAAQAAADwAQEACAAAADIKgAFuBQEAAAAxeQgAAAAyCoABZgQCAAAAKSwIAAAAMgqAAa0CAQAAACwsCAAAADIKgAE0AAEAAAAoLBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD88BIAh0zAd6BAw3d6L2bzBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABKQIBAAAAMSwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDzei9m8wAACgAhAIoBAAAAAAAAAAAU8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==),*

3. To determine the interval *![](data:image/x-wmf;base64,183GmgAAAAAAAAAGQAIACQAAAABRWgEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuKTzd8Gk83cgMPV3yQlmfwQAAAAtAQAACAAAADIKgAF0BAIAAAApLAgAAAAyCoABtAIBAAAALCwIAAAAMgqAATQAAQAAACgsHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALik83fBpPN3IDD1d8kJZn8EAAAALQEBAAQAAADwAQAACAAAADIK4AEwAgEAAAAxLBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4pPN3waTzdyAw9XfJCWZ/BAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB/AMBAAAAdCwIAAAAMgrgAXYBAQAAAHQsHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALik83fBpPN3IDD1d8kJZn8EAAAALQEBAAQAAADwAQAACAAAADIKgAFWAwEAAAB4LAgAAAAyCoAB0AABAAAAeCwcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAHkMCt6g8RIAuKTzd8Gk83cgMPV3yQlmfwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAccBAQAAAC0sCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Af8kJZn8AAAoAIQCKAQAAAAABAAAAvPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)*which the maximum characteristic *![](data:image/x-wmf;base64,183GmgAAAAAAAEAQAAIACQAAAABRTAEACQAAA2YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAEBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AEAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/PASAIdMwHegQMN3LyFmIQQAAAAtAQAACAAAADIKYAFfDwEAAAB9eQgAAAAyCmABqwoBAAAAMXkIAAAAMgpgAS0KAQAAADp5CAAAADIKYAFzCQEAAAApeQgAAAAyCmABfQgBAAAAKHkJAAAAMgpgAUEEBAAAAG1heHsIAAAAMgpgAT4CAQAAAClhCAAAADIKYAE8AQEAAAAoYRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD88BIAh0zAd6BAw3cvIWYhBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABqw4BAAAAa2EIAAAAMgpgAboMAQAAAGlhCAAAADIKYAH7CAEAAABpYQgAAAAyCmABhwcBAAAAUmEIAAAAMgpgAboBAQAAAHRhCAAAADIKYAFGAAEAAABSYRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA8CQKBKBAw3f88BIAh0zAd6BAw3cvIWYhBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABgA0BAAAAo2EIAAAAMgpgAZsLAQAAAKNhCAAAADIKYAEWAwEAAAA9YQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACEvIWYhAAAKACEAigEAAAAAAQAAABTzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)* corresponds to,

4. To compute the next iteration point *xk*+1 in the interval with the maximum characteristic i. e. *![](data:image/x-wmf;base64,183GmgAAAAAAAOAIYAIBCQAAAACQVAEACQAAA7kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN33ChmUwQAAAAtAQAACAAAADIKoAEoCAEAAAApeQgAAAAyCqABaAYBAAAALHkIAAAAMgqgAegDAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFTxEgCHTMB3oEDDd9woZlMEAAAALQEBAAQAAADwAQAACAAAADIKAALkBQEAAAAxeQgAAAAyCvQA9wEBAAAAMXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN33ChmUwQAAAAtAQAABAAAAPABAQAIAAAAMgoAArAHAQAAAHR5CAAAADIKAAIqBQEAAAB0eQgAAAAyCvQADwEBAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN33ChmUwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAQoHAQAAAHh5CAAAADIKoAGEBAEAAAB4eQgAAAAyCqABTAABAAAAeHkcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAK0iCk2gQMN3VPESAIdMwHegQMN33ChmUwQAAAAtAQAABAAAAPABAQAIAAAAMgoAAnsFAQAAAC15CAAAADIK9ACKAQEAAAAreRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA8SgKHqBAw3dU8RIAh0zAd6BAw3fcKGZTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABqwIBAAAAznkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBT3ChmUwAACgAhAIoBAAAAAAAAAABs8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)*.

A detailed description of various variants of this algorithm is presented in [5, 18, 19, 20])

One of the methods of the parallelization of the characteristic algorithms is based on the following consideration. The characteristic of an interval *R*(*t*) can be considered as a measure of importance of this interval for the following search for the solution in this one. Therefore, after the selection of the trial point for the first processor in full accordance with the sequential algorithm. It is reasonable to choose the trial point for the second processor from the next interval in importance (i. e. from the interval with the next value of characteristic in the decreasing order), etc. A parallel algorithm constructed in such a way would differ from its sequential prototype by rules 3 and 4 only, namely:

3. To arrange the characteristics ![](data:image/x-wmf;base64,183GmgAAAAAAAKAIAAIACQAAAACxVAEACQAAA1EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gCAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TBHaAAQh29xNmXwQAAAAtAQAACAAAADIKYAEBCAEAAAAseQgAAAAyCmABOwMBAAAAMXkIAAAAMgpgATACAgAAACksCAAAADIKYAE7AQEAAAAoLBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2mA8KHpBQKQAU8RgAj5MEdoABCHb3E2ZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABIwcBAAAAdCwcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdrYSCpKwUCkAFPEYAI+TBHaAAQh29xNmXwQAAAAtAQAABAAAAPABAQAIAAAAMgpgAR0GAQAAAKMsCAAAADIKYAEvBAEAAACjLBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MEdoABCHb3E2ZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABUwUBAAAAaSwIAAAAMgpgAbgBAQAAAGksCAAAADIKYAFGAAEAAABSLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAF/3E2ZfAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) in the decreasing order, i. e. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAS4AEACQAAAABxTQEACQAAA0UCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AEgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV37w1mGwQAAAAtAQAACAAAADIKQAHdEQEAAAApeQgAAAAyCkABYBABAAAAKHkIAAAAMgpAAcMNAQAAACl5CAAAADIKQAF0CwEAAAAoeQgAAAAyCkABcAYBAAAAKXkIAAAAMgpAAfoEAQAAACh5CAAAADIKQAFdAgEAAAApeQgAAAAyCkABEQEBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV37w1mGwQAAAAtAQEABAAAAPABAAAIAAAAMgqQATYNAQAAADF5CAAAADIKkAHSBQEAAAAyeQgAAAAyCpAB0AEBAAAAMXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHzd2Gx83cgQPV37w1mGwQAAAAtAQAABAAAAPABAQAIAAAAMgqQATgRAQAAAGt5CAAAADIKkAFMDAEAAABreRwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfN3YbHzdyBA9XfvDWYbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAByRABAAAAdHkIAAAAMgpAAZQPAQAAAFJ5CAAAADIKQAHdCwEAAAB0eQgAAAAyCkABqAoBAAAAUnkIAAAAMgpAAWMFAQAAAHR5CAAAADIKQAEuBAEAAABSeQgAAAAyCkABegEBAAAAdHkIAAAAMgpAAUUAAQAAAFJ5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAADnDQqrmPESAFix83dhsfN3IED1d+8NZhsEAAAALQEAAAQAAADwAQEACAAAADIKQAGBDgEAAACzeQgAAAAyCkABlQkBAAAAs3kIAAAAMgpAAS4HAQAAALN5CAAAADIKQAEbAwEAAACzeRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAzQ4KkpjxEgBYsfN3YbHzdyBA9XfvDWYbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCpABygwBAAAALXkcAAAA+wLA/gAAAAAAAJABAAAAAgQCABBNVCBFeHRyYQANCqyY8RIAWLHzd2Gx83cgQPV37w1mGwQAAAAtAQAABAAAAPABAQAIAAAAMgpAARkIAQAAAEt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AG+8NZhsAAAoAIQCKAQAAAAABAAAAtPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

4. To select *p* highest characteristics with the indices ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHYAIACQAAAACxWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/PASAIdMwHegQMN3IzpmcAQAAAAtAQAACAAAADIKgAEYBwEAAAAseQgAAAAyCoAByAEBAAAAMXkIAAAAMgqAAT4BAQAAACx5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzwEgCHTMB3oEDDdyM6ZnAEAAAALQEBAAQAAADwAQAACAAAADIKgAFSBgEAAABweQgAAAAyCoABKwQBAAAAankIAAAAMgqAAS4AAQAAAHR5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzwEgCHTMB3oEDDdyM6ZnAEAAAALQEAAAQAAADwAQEACAAAADIK4AHPAAEAAABqeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAnTkKN6BAw3f88BIAh0zAd6BAw3cjOmZwBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB9wQBAAAAo3kIAAAAMgqAAbgCAQAAAKN5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AcCM6ZnAAAAoAIQCKAQAAAAAAAAAAFPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) and to execute the trials in the points

|  |  |
| --- | --- |
|  |  |

in the intervals corresponding to these characteristics.

Various variants of the parallel algorithms based on this idea are presented in [7-12].

### MIXED LOCAL-GLOBAL ALGORITHM

A scheme aimed at the acceleration of the search process is outlined in this subsection. The idea of acceleration is to magnify the characteristics of the intervals containing the best current estimates by introducing some factor depending on the function values estimated at the end points of the corresponding interval. Following this idea, the “local” characteristics of the intervals can be introduced [5, 21].

Next, it is possible to build a scheme *mixing* the 'global' and the 'local' decision rules, i. e. switching between these ones in some systematic way. In our experiments, we use *global-to-local* ratio *q*, specifying the number of global trials preceding each local trial.

The mixed strategy has the following features.

* both decision rules are based on the same information, so that each decision action (no matter local or global) uses the results of all the trials performed.
* non-stop global search assures the global convergence; the aim of the local refinement is to accelerate the attainment of low function values.

# NUMERICAL EXPERIMENTS

Computing experiments were carried out on Lobachevsky supercomputer. Each supercomputer node included two Intel Sandy Bridge E5-2660 2.2 GHz CPU and 64 Gb RAM. Each CPU had 8 cores (total 16 cores per a node). For the implementation of the parallel algorithm, Intel C++ Compiler 14.0.2 was used.

The problems generated by GKLS generator [22] were used as the test ones. This generator allows generating the multiextremal optimization problems with the properties known in advance: number of local minima, size of attraction domains, global minimum point, function values, etc. The experiment included solving a series of 200 problems with N=4 and N=5. The global minimum *y*\* was considered to be found, if the algorithm generates a trial point *yk* in its *δ*-vicinity ![](data:image/x-wmf;base64,183GmgAAAAAAAOAGoAIBCQAAAABQWgEACQAAA5EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+gBgAAQwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJdAHgABQAAABMCQwJ4AAUAAAAUAl0ASAAFAAAAEwJDAkgABQAAABQCXQCKBAUAAAATAkMCigQFAAAAFAJdAFoEBQAAABMCQwJaBBwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAyigKG6BAw3ek4BIA10zAd6BAw3f5IGb0BAAAAC0BAQAIAAAAMgqgAdUFAQAAAGR5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABPGwoLoEDDd6TgEgDXTMB3oEDDd/kgZvQEAAAALQECAAQAAADwAQEACAAAADIKoAHoBAEAAACjeQgAAAAyCqABIQIBAAAALXkcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASANdMwHegQMN3+SBm9AQAAAAtAQEABAAAAPABAgAIAAAAMgoQAcwDAQAAACp5HAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgDXTMB3oEDDd/kgZvQEAAAALQECAAQAAADwAQEACAAAADIKoAEuAwEAAAB5eQgAAAAyCqABsQABAAAAeXkcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASANdMwHegQMN3+SBm9AQAAAAtAQEABAAAAPABAgAIAAAAMgoQAVoBAQAAAGt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A9PkgZvQAAAoAIQCKAQAAAAACAAAAvOISAAQAAAAtAQIABAAAAPABAQADAAAAAAA=). The size of the vicinity was selected as ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHIAIBCQAAAADwWwEACQAAA3UBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALABxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ABwAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJLAJoEBQAAABMC1QGaBAUAAAAUAksAagQFAAAAEwLVAWoEBQAAABQCSwBnBwUAAAATAtUBZwcFAAAAFAJLADcHBQAAABMC1QE3BxwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIA10zAd6BAw3cvIWYLBAAAAC0BAQAIAAAAMgpgAXwGAQAAAGF5CAAAADIKYAGsBAEAAABieRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAICYKkKBAw3ek4BIA10zAd6BAw3cvIWYLBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmABjAUBAAAALXkIAAAAMgpgAUYBAQAAAD15HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgDXTMB3oEDDdy8hZgsEAAAALQEBAAQAAADwAQIACAAAADIKYAExAwIAAAAwMQgAAAAyCmAB4QIBAAAALjEIAAAAMgpgAUECAQAAADAxHAAAAPsCwP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAAgJgqRoEDDd6TgEgDXTMB3oEDDdy8hZgsEAAAALQECAAQAAADwAQEACAAAADIKYAEoAAEAAABkMQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAsvIWYLAAAKACEAigEAAAAAAQAAALziEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) where *a* and *b* were the borders of the search domain *D*. The maximum allowable number of trials was *Kmax* = 106.

First, let us consider the results of experiments corresponding to the sequential algorithm. Let us compare initial GSA and mixed local-global algorithm. The CPU time consumption for the solving of four series of problems from Simple and Hard classes are presented in Table 1 and the numbers of the executed search trials subject to global-to-local ratio *q* are presented in Table 2. The row denoted as «---» corresponds to the algorithm without the local refining. The results demonstrate the reduction of the computation time as well as of the number of iterations when using the local-global search strategy. Also, it is seen that the best results have been achieved at the mixing parameters q=2 and q=4. The less and greater values of this parameter were insufficient. Therefore, the results of investigation of the mixed parallel algorithm will be presented for the value of parameter q=4.

**Table 1.** CPU time consumption

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *q* | *N*=4 | |  | *N*=5 | |
| *Simple* | *Hard* |  | *Simple* | *Hard* |
| --- | 0.08253 | 0.24744 |  | 0.11036 | 1.85801 |
| 1 | 0.0875 | 0.18375 |  | 0.08196 | 0.90628 |
| 2 | 0.07698 | 0.15921 |  | 0.07491 | 0.82082 |
| 4 | 0.07515 | 0.14893 |  | 0.07596 | 0.93878 |
| 8 | 0.07737 | 0.14959 |  | 0.07537 | 1.06467 |
| 16 | 0.07419 | 0.17232 |  | 0.08508 | 1.51871 |

**Table 2.** Number of iterations

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *q* | *N*=4 | |  | *N*=5 | |
| *Simple* | *Hard* |  | *Simple* | *Hard* |
| --- | 12558 | 37410 |  | 15226 | 248275 |
| 1 | 11370 | 25956 |  | 9959 | 120978 |
| 2 | 9842 | 22456 |  | 9047 | 109995 |
| 4 | 9574 | 20942 |  | 9018 | 121934 |
| 8 | 9936 | 20879 |  | 8940 | 136174 |
| 16 | 9692 | 23992 |  | 10410 | 179490 |

The computation times for the mixed parallel algorithm subject to the number of processors employed *p* are presented in Table 3, and the speedup of the parallel algorithm relative to the sequential one is shown in Table 4.

**Table 3.** CPU time consumption

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *p* | *N*=4 | |  | *N*=5 | |
| *Simple* | *Hard* |  | *Simple* | *Hard* |
| 1 | 0.083 | 0.247 |  | 0.110 | 1.858 |
| 1+1 | 0.043 | 0.084 |  | 0.159 | 0.575 |
| 2+1 | 0.039 | 0.058 |  | 0.091 | 0.316 |
| 4+1 | 0.058 | 0.039 |  | 0.055 | 0.171 |
| 8+1 | 0.031 | 0.036 |  | 0.048 | 0.103 |
| 16+1 | 0.061 | 0.061 |  | 0.071 | 0.129 |

**Table 4.** Speedup on CPU

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| *p* | *N*=4 | |  | *N*=5 | |
| *Simple* | *Hard* |  | *Simple* | *Hard* |
| 2 | 1.91 | 2.94 |  | 0.70 | 3.23 |
| 3 | 2.12 | 4.27 |  | 1.22 | 5.88 |
| 5 | 1.42 | 6.28 |  | 2.01 | 10.89 |
| 6 | 2.66 | 6.88 |  | 2.28 | 18.05 |
| 17 | 1.34 | 4.03 |  | 1.54 | 14.40 |

The results of the experiments have shown the mixed local-global algorithm combined with the multilevel scheme of dimension reduction to demonstrate a good speedup, the best speedup has been achieved when solving the complex problems of 5-Hard class. Therefore, the proposed algorithm can be applied for the parallel solving of the multidimensional global optimization problems using the state-of-art supercomputer systems.
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